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ABSTRACT - The objective of this paper is To Familiarize with the fundamental concepts of pattern 

recognition (PR) & discusses various approaches for same. This paper deals issues: definition of PR (Pattern 

recognition), PR as System, approaches for PR. 

Keywords - About five key words in alphabetical order, separated by comma. 

 
I. INTRODUCTION 

In machine learning, PR( pattern recognition) is the assignment of a label to a given input value. An 

example of pattern recognition is classification, which attempts to assign each input value to one of a given set 

of classes. 

Pattern recognition generally aim to provide a reasonable answer for all possible inputs and to perform "most 

likely" matching of the inputs, taking into account their statistical variation. This is opposed to pattern 

matching, which look for exact matches in the input with pre-existing patterns. 

Our goal is to discuss and compare pattern recognition as the best possible Way. 

 

II. DEFINITION 
Before we define PR, we see what is mean by Pattern is a term with pair comprising an observation & a 

meaning. 

So PR as per “It is a process of taking raw data & performing action based on the “category” of the pattern.” 

Or 

Assignments of inputs to classes. 

 
 

Classification of PR is based on the following two: 

1) Supervised classification: 

Here the input pattern is identified as a member of a pre- defined class. 

2) Unsupervised classification: 

Here the pattern is as. 

3) PR as System: 

A pattern recognition system (PRS) is an automatic system that aims at classifying the input pattern into a 

specific class. It proceeds into two successive tasks: 

1) The analysis (or  description) that extracts the characteristics from the pattern being studied 

i.e.  data acquisition and preprocessing  and 

2) The classification (or recognition) that enables us to recognize an object (or a pattern) by using some 

characteristics derived from the first task .i.e. data representation, and decision making. The problem domain 

dictates the choice of sensor(s), preprocessing technique, representation scheme, and the decision making 

model. 

The classification scheme is usually based on the availability of the training set that is a set of patterns 

already having been classified. This learning strategy is termed as supervised learning in opposition to the 

unsupervised learning. A learning strategy is said to be unsupervised if for the system is not given an a priori 

information about classes; it establishes the classes itself based on the regularities of the features. Features are 
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those measurements which are extracted from a pattern to represent it in the features space. In other words, 

pattern analysis enables us to use some features to describe and represent it instead of using the pattern 

itself. 

4) Approaches for PR: 

The four best known approaches for pattern recognition are: 

1) Template matching, 

2) Statistical classification, 

3) Syntactic or structural matching, and 

4) Neural networks. 

1. Template Matching: 

This is one of the simplest and earliest approaches to pattern recognition is based on template matching. 

Matching is a generic operation in pattern recognition which is used to determine the similarity between two 

entities of the same type. 

It is widely used in image processing to localize and identify shapes in an image. In this approach, one looks 

for parts in an image which match a template (or model). In visual pattern recognition, one compares the 

template function to the input image by maximizing the spatial cross-correlation or by minimizing a distance: 

that provides the matching rate. 

  
Fig .1 illustrate a pattern recognition based on the template matching approach. Fig .1.a is the input image 

I, Fig.1.b represents two templates (K representing letter 'K' and P letter 'P'). 

Input: pixels output: as correlation, distance measure function. 

2. Statistical classification : 

In this approach, each pattern is represented in terms of d features or measurements and is viewed as a point in a 

d- dimensional space. The goal is to choose those features that allow pattern vectors belonging to different 

categories to occupy compact and disjoint regions in a d-dimensional feature space. 

Typically, these are based on statistics and probabilities. In these systems, features are converted to numbers 

which are placed into a vector to represent the pattern. This approach is most intensively used in practice 

because it is the simplest to handle. 

Number of  segments 4 

Number of horizontal segments:2  

Number of  vertical segments 2 

Number of  diagonal segments    0 

 

A. Fig.2. Illustrate a pattern recognition based on the Statistical. 

Input: Features output:  as discriminate function. 

3. Syntactic or structural matching: 

In this approach , systems are based on the relation between features. In this approach, patterns are 

represented by structures which can take into account more complex relations between features than numerical 

feature vectors used in statistical PRSs (Venguerov & Cunningham, 1998). Patterns are described in 

hierarchical structure composed of sub-structures composed themselves of smaller sub-structures. 

Given the code words on the left of figure, the shape on the right of the figure can be represented as the 

following string S, when starting from the pointed codeword on the figure: 

S = d b a b c b a b d b a b c b a b 

 

 

 

 

 

 

 

A. Fig.3. Illustrate a pattern recognition based on the Syntactic or structural matching. 

Input: primitives output: as Roles, grammar function 
 



Introduction of Pattern Recognition with… 

62 

4. Neural networks: 

Typically, an artificial neural network (ANN) is a self- adaptive trainable process that is able to learn to resolve 

complex problems based on available knowledge. A set of available data is supplied to the system so that it finds 

the most adapted function among an allowed class of functions that matches the input. 

 

Besides these approaches, one can encounter other methodologies like those based on fuzzy- set theoretic, 

genetic algorithms. In some applications, hybrid methodologies combine different aspects of these approaches 

to design more complex PRSs. In (Liu et al., 2006), the authors present an overview of pattern recognition 

approaches and the classification of their associated applications. 

 

 
Input: pixels, samples  output: as Network  function. 

 

III. CONCLUSIONS 
It is the goal that most parts of the paper can be appreciated by a new comer to the field of pattern recognition 

based on the above discussion and can easily understand the basic concept of pattern recognition. 
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