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Abstract: This paper presents a high speed 9/7 lifting 1D-DWT algorithm which is implementation on FPGA 

with multi-stage pipelining structure. In this brief, modifications are made to the lifting scheme, and the 

intermediate results are recombined and stored to reduce the number of pipelining stages. As a result, the 

number of registers can be reduced to 18 without extending the critical path. Compared with the architecture 

which without multi-stage pipeline, the proposed architecture has higher operating frequency, the design raises 

operating frequency around 1.5 times more fast, at the expense of about 27% more hardware area. The 

hardware architecture is suitable for high speed implementation 

 

I. Introduction 

The discrete wavelet transform (DWT) is being increasingly used for image coding. It is due to the fact 

that DWT supports superior features like progressive image transmission by quality or by resolution. The DWT 

is the key component of the JPEG2000 system, [1] and it also has been adopted as the transform coder in 

MPEG-4 still texture coding. However, the DWT requires much more computation than the discrete cosine 

transform (DCT) because of filter computation. Recently, lifting scheme widely used for DWT leads a speed-up 

and a fewer computation compared to the classical convolution-based method. Daubechies and  

Sweldens first derive the lifting-based discrete wavelet transform to reduce complex operations [2][3]. 

The lifting-based DWT has several. The Discrete wavelet transform (DWT) is a multiresolution analysis tool 

with excellent characteristics in the time and frequency domains. Through the DWT, signals can be decomposed 

into different subbands with both time and frequency information. The coding efficiency and the quality of 

image restoration with the DWT are higher than those with the traditional discrete cosine transform.  

Moreover, it is easy to obtain a high compression ratio. As a result, the DWT is widely used in signal 

processing and image compression, such as MPEG-4, JPEG2000, and so on [1], [2].Traditional DWT 

architectures [3], [4] are based on convolutions. Then, the second-generation DWTs, which are based on lifting 

algorithms, are proposed [5], [6]. Compared with convolution-based ones, lifting-based architectures not only 

have lower computation complexity but also require less memory. Nevertheless, directly mapping these 

algorithms to hardware [7] leads to relatively long data path and low efficiency. Recently, several novel 

architectures based on the lifting scheme have been proposed [8]–[10]. Shi et al. [8] achieved an efficient folded 

architecture (EFA) with low hardware complexity. However, its critical path delay isTm + Ta, whereTmand Ta 

are the delay of a multiplier and an adder, respectively, and the computation time of EFA is quite long. Through 

optimizing the lifting scheme, Wu and Lin [9] proposed a pipelined architecture to reduce the critical path to one 

multiplier and limit the size of the temporal buffer to 4N, but it has one input and one output and cannot achieve 

high processing speed. Based on Wu and Lin’s design, Lai et al. [10] implemented the parallel 2-D DWT. In 

this brief, further optimization on the lifting scheme is proposed to overcome shortages in previous works and 

minimize sizes of the logic units and the memory without loss of the throughput. By recombining the 

intermediate results of the row and column transforms, the number of pipelining stages and registers is reduced, 

while keeping the critical path delay as Tm. In addition, a novel architecture is developed to implement the 2-D 

DWT based on the above modified scheme. The parallel scanning method is employed to reduce the size of the 

transposing buffer. As a result, our design achieves higher efficiency. The rest of this brief is organized as 

follows. Section II reviews the lifting scheme and the flipping structure of the DWT, and then, we proposed our 

modified algorithm for DWT. Section III presents the proposed architecture for the 2-D DWT, and Section IV 

provides implementation results and Compare with previous architectures. Conclusion is drawn in Section V  

 

II. Ii. Lifting-Based Discrete Wavelet Transform 
A. Primitive Lifting-Based Discrete Wavelet Transform 

Lifting scheme is attractive for both high throughput and low-power applications. Every finite wavelet 

transform can be factorized into the lifting scheme by using Euclidean algorithm. That is, the Euclidean 

algorithm factorizes the polyphase matrix of a DWT filter as the multiplication of alternative upper and lower 

triangular matrices as well as a diagonal matrix. The poly-phase matrix of wavelet transform can be represented 

as follows 
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Since l(z) and h(z) form a complementary filter pair, P(z) can be factorized into the following structure 

 

 
 

 

Where K is a constant. Therefore, the DWT is factorized into the lifting scheme. The detailed forward algorithm 

for 9/7 filter is described from (3) to (8). The lifting scheme for 9/7 filter consists of three steps: 

 

We must note that the lifting scheme of the 5/3 filter can be regarded as the special case which only has a couple 

of the Predictor and Updater. Some architectures which use the direct implementation method are proposed for 

1-D lifting- based DWT of 9/7 filter [4][5]. However, the long critical path with one multiplier and two adders 

propagation delay is the design bottleneck for 9/7 filter with four-stage pipeline. 

 
 

III. Overall Architecture 
Based on the proposed modified algorithm, a novel architecture for the 2-D DWT shown in Fig. 1 is 

proposed. First, the serial-parallel conversion for the original data in the preprocessing module is carried out. 

After that, data are sent into the column filter for the column transform. Next, the output data of the column 

filter are sent into the transposing buffer, where the data transposition is operated to meet the order of the data 

flow required by the row filter. Then, the row filter begins to read the data from the transposing buffer for the 

row transform. Finally, the scaling module is used to finish the scaling computation. 

 

B. Parallel Scan of Preprocessing and Raw Image Data  

Since parallel scanning is adopted, as shown in Fig, the data of each even row and odd row of the 

columns are alternately read. This way, the column filter can process the column transform for the data of 

adjacent columns alternately. With the preprocessing module, raw image data are factorized into odd and even 

parts for the following filter logic unit (FLU) module. 

 

C. One-Dimensional PE   

The architecture of the proposed 1-D PE is shown in Fig. 3. This architecture can be applied in the column and 

row filters by selecting the RAM or Buffer properly 
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In order to reduce the size of the transposing buffer between the column and row filters and to improve 

the processing speed, our design adopts the architecture of two-input/two-output. When the column filter begins 

to work, the input data from the preprocessing module, the odd term xi(2n + 1) and the even term xi(2n), are sent 

into the column filter in each clock cycle simultaneously. In this case, i mean the column index, and n has the 

same meaning as k, which represents the number of scans in the column. Then, each input is multiplied by the 

corresponding coefficient. The result of multiplication is used in the computation of the intermediate variables 

Dk 1(i)(n) and Dk  2(i)(n),which will be stored in the temporal buffers RAM1 and RAM2, respectively. At the 

same time, ifk > 1, Dk−11(i) (n) and Dk−1 2(i) (n) will be read for the computation of yi(2n − 1) and yi(2n − 

2). Otherwise, the boundary extension will be processed. Because of parallel scanning, Dk−1  1(i) (n) and Dk−1 
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2(i) (n) read from RAM1 and RAM2 in current clock cycle are calculated and saved at the corresponding places 

in the previous two rows. Then, they are used by the new data to carry out the current column transform 

RAM1 and RAM2 are both dual-port RAM devices with the depth of 2N. Fig. 4 shows the data flow of the first 

lifting step in the column filter. Such architecture not only has low hardware complexity but also reduces the 

critical path between every two registers to one multiplier. 

 

IV. Results And Discussion 
The input is 16 bits each input bit width is 20 bit width. The DWT consists of registers and adders. 

Whenever the input is send, the data divided into even data and odd data. The even data and odd data is stored in 

the temporary registers. When the reset is high the temporary register value consists of zero whenever the reset 

is low the input data split into the even data and odd data. The input data read up to sixteen clock cycles after 

that the data read according to the lifting scheme. The output data consists of low pass and high pass elements. 

This is the 1-D discrete wavelet transform. The 2-D discrete wavelet transform is that the low pass and the high 

pass again divided into LL, LH and HH, HL. The output is verified in the Modelsim. 

 

 
 

 
Fig 5 Simulation Result of DWT-2 Block with Both High and Low Pass Coefficients 

 

 
Fig 6: Design utilization summary 
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Now these low pass coefficients and the high pass coefficients were taken as the input for the further 

process. Hence for the DWT-2 process, low pass coefficients will be taken as the inputs and will do the process 

in order to calculate the low pass and high pass coefficients from the transformed coefficients of DWT-1. In 

DWT-2, the same process as in DWT-1 will be carried out. Hence the simulated waveform is shown in the 

figure 4.2.  

 

V. Conclusion& Future Scope 
Basically the medical images need more accuracy without loosing of information. The Discrete 

Wavelet Transform (DWT) was based on time-scale representation, which provides efficient multi-resolution. 

The lifting based scheme (9, 7) (The high pass filter has five taps and the low pass filter has three taps) filter 

give lossless mode of information. A more efficient approach to lossless whose coefficients are exactly 

represented by finite precision numbers allows for truly lossless encoding.  

As future work, this work can be extended in order to increase the accuracy by increasing the level of 

transformations. This can be used as a part of the block in the full fledged application, i.e., by using these DWT, 

the applications can be developed such as compression, watermarking, etc. 
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