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ABSTRACT – World wide web is a huge repository of information and there is a tremendous increase in the 

volume of information daily. The numbers of users are also increasing day by day. To reduce users browsing 

time lot of research is taken place. Clustering plays an important role in a broad range of applications like Web 
analysis, CRM, marketing, medical diagnostics, computational biology, and many others. Clustering is the 

grouping of similar instances or objects. The key factor for clustering is some sort of measure that can determine 

whether two objects are similar or dissimilar. Cluster analysis is a technique for deriving natural groups present 

in the data. Fuzzy clustering uses membership degrees to assign data objects to clusters in order to handle 

uncertain data that shares properties of different clusters. Fuzzy clustering is an appropriate method since it 

separates the objects that are definite members of a cluster from the objects that are only possible members of a 

cluster. In this paper we focus on comparing and analyzing different fuzzy clustering algorithm on web data set. 

Keywords - Fuzzy clustering, FCM, GG, GK, K-means, K-mediod. 

 
I. INTRODUCTION 

Last two decades have witnessed an exponential growth of the Internet. This is mainly due to the great 

number of web applications available online and to the increasing number of their users. This has generated 

huge quantities of data related to the users’ interactions with websites. This valuable information is stored by 

servers in user access log files or in web sites pages. In this respect, a number of research studies using web 

mining techniques have been carried out to analyze the interests and the profiles of web users so as to identify 

and recommend appropriate services [1], [2], [3]. This identification, also termed “profiling” is applied in 

several areas such as criminology, ecommerce, education, etc. In criminology, for example, detecting terrorists 

and racist groups is of utmost importance.  

In [4] and [5], two approaches based on social networks and on the exploration of the web in general 

were proposed to identify terrorists and racist groups and to analyze their behaviour and profiles. Another 

computer profiling application concerns the identification of the personal interests of website users. A tool set 

that exploits neural networks and self-organizing maps (SOM) to identify customers’ Internet browsing patterns 

is described in [6]. For their parts, [3] identified the potential customers of an online bookstore through web 

content mining whereas [7] provided a methodology combining a fuzzy K-means algorithm and neural networks 

to study Chilean bank client’s behaviour.  

As far as is education is concerned, the possibility of tracking user’s behaviour in e-learning 

environments creates new possibilities for system architects, pedagogical and instructional designers to create 

and deliver learning contents [8]. Taking into account previous studies on profiling web users, it can be noticed 

that most of these works are based on analyzing access log files stored by servers and user’s transaction records. 

However, access to these files is not always possible in all sites and as such cannot be easily extracted. To make 

up for this problem, the identification of profiles is based on texts available in web forums, blogs or social 

networks. To identify a user profile, we have to extract web messages, analyze them and detect texts written by 

our specific profile.In the present paper, focus is on presenting part of our research work, which is to clustering 
web data using different types clustering algorithms with validity measures. The rest of the paper is structured as 

follows. Section II explain five different types of clustering algorithms, Section III gives seven different types of 

validity  measures applied on data, in section IV we explain experimental results and finally in section V we 

conclude the papers.  

II. CLUSTERING ALGORITHM 
The importance of clustering to Web mining, specifically in the domains of Web Content and Web 

Usage mining, make Web clustering an interesting topic of research. This includes clustering of Web 

documents, snippets and access logs. Usually the Web involves overlapping clusters. So a crisp usage of metrics 

is better replaced by fuzzy sets which can reflect, in a more natural manner, the degree of 

belongingness/membership to a cluster. 
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 In this section we explain five different types of clustering algorithms which can be implemented on 

our web data as practical works. II.I  K-means and K-medoid algorithms : The k-means and k-medoid 
algorithms are hard partitioning methods and they are simple and popular, though them results are not always 

reliable and these algorithms have numerical problems as well. The k-means and k-medoidalgorithms allocates 

each data point to one of c clusters to minimize the within-cluster sum of squares: 

 

 
 

Where Ai is a set of objects (data points) in the i-th cluster and vi is the mean for that points over cluster 

i. In k-means clustering vi is called cluster prototypes.  

 

 
 

Where Ni is the number of objects in Ai . 

 

In k-medoid clustering the cluster centers are the nearest objects to the mean of data in one cluster V= 

{vi ϵ X| 1 ≤ i ≤ c} . 

 

II.II Fuzzy C-means algorithm : The fuzzy c-means algorithm (FCM) can be seen as the fuzzified 
version of the k-means algorithm and is based on the minimization of an objective function called c-means 

functional: 

 

 
 

Where V = [v1;v2; : : : ;vc],vi ϵRn is a vector of cluster prototypes (centers), which have to be 

determined, is a squared inner-product distance norm, 

and the N×c matrix U=[μik] represents the fuzzy partitions, where μik denotes the membership degree that the ith 

data point belongs to the kth cluster. Its conditions are given by: 

 

µijϵ[0,1],vi ,k, ,0<  

 
FCM algorithm can find only clusters with the same shape and size because the distance norm A is not 

adaptive and it is often Euclidean norm (spherical clusters). The solution can be given by Lagrange multiplier 

method.  

 

 II.III The Gustafson- Kessel algorithm : Gustafson-Kessel algorithm (GK) is the extended version of 

the standard fuzzy c-means algorithm by employing an adaptive distance norm, in order to detect clusters of 

different geometrical shapes in one data set[9]. Each cluster has its own norm-inducing matrix Ai. The objective 

function of GK algorithm is defined by 

 

 
 

The objective function cannot be directly minimized with respect to Ai, since it is linear in Ai. This 

means that J can be made as small as desired by simply making Ai less positive definite. To obtain a feasible 

solution, Ai must be constrained in some way. The usual way of accomplishing this is to constrain the 

determinant of Ai. Allowing the matrix Ai to vary with its determinant fixed corresponds to optimizing the 

cluster’s shape while its volume remains constant  



Web Based Fuzzy Clustering… 

53 

 

||Ai|| = ρi   ,     ρ>0                                           (6) 

 
Where ρi is fixed for each cluster. Using the Lagrange multiplier method, the following expression for 

Ai is obtained : 

 

Ai = [ ρidet(Fi) ]
1/n                                                         (7) 

 

Where Fi is the fuzzy covariance matrix of the ithcluster defined by – 

 

 
 GK algorithm can find clusters with different shape but with the same size.  

 

II.IV The Gath–Geva algorithm : Gath-Geva algorithm (GG) is based on the fuzzy maximum 

likelihood estimation (FMLE) and it is able to detect clusters of varying shapes, sizes and densities[10].  

 

 Dik(xk,vi)  

 
The cluster covariance matrix is used in conjunction with an “exponential” distance, and the clusters 

are not constrained in volume.  

 

1 ≤ i ≤ c    (10) 

 
However, this algorithm is less robust in the sense that it needs a good initialization, since due to the 

exponential distance norm, it converges to a near local optimum. Using these five algorithms we can use seven 

different validity measures which can be explained in our next section validation. 

 

III. VALIDATION 
Validation of Cluster refers to the problem whether a given fuzzy partition fits to the data all[12]. The 

clustering algorithm always tries to find the best fit for a fixed number of clusters and the parameterized cluster 

shapes. However this does not mean that even the best fit is meaningful at all. Either the number of clusters 

might be wrong or the cluster shapes might not correspond to the groups in the data, if the data can be grouped 
in a meaningful way at all. Two main approaches to determining the appropriate number of clusters in data can 

be distinguished:  
 

Starting with a sufficiently large number of clusters, and successively reducing this number by merging 

clusters that are similar (compatible) with respect to some predefined criteria. This approach is called 

compatible cluster merging [13]. 

 

Clustering data for different values of c, and using validity measures to assess the goodness of the 

obtained partitions. We used several indexes in our experiments and they are.  
 

III.I Partition Coefficient (PC): It measures the amount of “overlapping” between cluster. It is defined 

by Bezdek[12] as follows : 

 

 
Where  is the membership of data point j in cluster i. 

 

III.II Classification Entropy (CE): It measures the fuzziness of the cluster partition only, which is 

similar to the Partition Coefficient . 
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III.III Partition Index (SC): It is the ratio of compactness and separation  of the clusters. It is a sum of 

individual cluster validity measures normalised through division by the fuzzy cardinality of each cluster[14] 

 

 
 

        III.IV  Separation Index (S): On the contrary of partition (SC),the separation index uses a minimum 

distance separation for partition validity[14]. 

 

 
        

        III.V  Xie and Beni’s Index (XB) : It aims to quantify the ratio of the total variation within clusters and 

the separation of cluster[15]. 

 

 

        III.VI  Dunn’s Index (DI): This is originally proposed to use at the identification of “compact and well 
separated clusters”. So the result of the clustering has to be recalculated as it was a hard partition algorithm. 

 

 
        III.VI Alternative Dunn Index (ADI) : The aim of modifying the original Dunn’s index was that the 

calculation becomes more simple, when the dissimilarity function between two clusters (minx Ci,y Cjd(x,y)) is 

rated in value from beneath by the train gle-non equality ; 

 

                 (17) 

 

Where  is the cluster center of the j
th

cluster. 

   
    

We can use this seven validity measures in our experiments with five different clustering algorithms 

which can be explained in next section. 

 

IV. EXPERIMENTAL RESULT 
The objective of cluster analysis is the classification of objects according to similarities among them, 

and organizing of data into groups. Clustering techniques are among the unsupervised methods, they do not use 

prior class identifiers. The main potential of clustering is to detect the underlying structure in data not only for 

classification and pattern recognition but for model reduction and optimization.  

 



Web Based Fuzzy Clustering… 

55 

The validity measures mentioned in Section III. Using the partitioning methods can be easily 

compared. In our experiment we use 300 data sets for clustering which is shown in Fig. 1,Fig. 2 Fig.3, Fig.4 and 

Fig.5 so the index-values are better determined at each type of clustering. We use MATLAB software with 
Fuzzy clustering and data Analysis Toolbox for implementation with the validity measures PC, CE, SC, S, XB, 

DI, ADI with different algorithms namely K-means, K-medoid, FCM, GK, GG  results are collected and 

compared in Table 1. First of all it must be mentioned, that all these five algorithms use random initialization, so 

different runs issue in different partition results, i.e. values of the validation measures. On the other hand the 

results hardly depend from the structure of the data and no validity index is perfect by itself for a clustering 

problem. Several experiment and evaluation are needed that are not the proposition of this work. 

 

Table 1. The numerical values of validity measures 

  PC CE SC S XB DI ADI 

K-means 1 Nan 0.095 0.0002 40.75 0.0152 0.0002 

K-medoid 1 Nan 0.3454 0.0005  Inf 0.0048 0.0041 

FCM 0.8076 0.2679 0.9791 0.0008 20.5631 0.0185 0.0126 

GK 0.8516 0.2853 0.8892 0.0009 35.3245 0.0075 0.0201 

GG 0.9729 0.0285 1.9431 0.004 6.2987 0.016 0.0097 

 

In Table 1, PC and CE are not applicable for K-means and K-medoid, while they are hard clustering 

methods. But that is the reason for the bestresults in S, DI (and ADI), which are useful to validate crisp and well 
separated clusters. The Xie and Beni’s index is infinity. On the score of the values of the two “most popular  and 

used” indexes for fuzzy clustering (Partition Coefficient and Xie and Beni’s Index) the Gath-Geva clustering has 

the very best results for this data set. 

 

 

 
Fig.1. Result of k-means Algorithm 

 

 
Fig.2. Result of k-medoid Algorithm 
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Fig.3. Result of FCM Algorithm 

 

 
Fig.4. Result of GK Algorithm 

 

 
FIG.5.Result of GG Algorithm 

 

Fig. 1 and Fig. 2 shows that hard clustering methods i.e. K-means and K-mediod which is also can find 
a good solution for the clustering problem, when it is compared with the figures of fuzzy clustering algorithms. 

On the contrary in Fig. 1 and Fig. 2 can show a typical example for the initialization problem of hard clustering. 

This caused the differences between the validity index values in Table 1.Fig.3, Fig.4,Fig.5 shows that fuzzy 

clustering methods i.e. FCM, Gustafson-Kesel, Gath-Geva algorithm respectively. This is shows better 

performance in clustering problem. All the seven validity measures are implemented with these hard and soft 

algorithms which can be fitted and secure on web data.  

 

V. CONCLUSION 
Clustering of numerical data forms the basis of many classification and system modelling algorithms. 

The purpose of clustering is to identify natural groupings of data from a large data set to produce a concise 

representation of a system’s behaviour. In this paper, we have presented to clustering the  web data based on 

fuzzy clustering algorithms such as FCM, Gustafson-Kessel algorithm, Gath-Geva algorithm with different 

validity measures such as PC, CE, SC, S, XB, DI, ADI.Results have proven that these algorithms seem to be 

very best results for this web data set shows in five figures. We were comparing the clustering methods in which 

we get secure result which is very reliable with these validity measures. Soft clustering algorithms shows better 

performance than hard clustering algorithms. The method is experimented and evaluated are found it is better 

method for clustering than the existing methods.  
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