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ABSTRACT 

(Dis) similarity measure is a significant component of vector model. In content based image retrieval the 

compatibility of (dis)similarity measure and representation technique is very important for effective and efficient 

image retrieval. In order to find a suitable dis-similarity measure for a particular representation technique 

experimental comparison is needed. This paper highlights some of the (dis)similarity algorithms available in 

literature then compares Euclidean dissimilarity and cosine similarity on Kernel Density Feature Points 

Estimator (KDFPE) image representation technique. The retrieval results show that cosine similarity had 

slightly better retrieval rate than Euclidean dissimilarity. 
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I. INTRODUCTION 
The enormous collection of digital images on 

personal computers, institutional computers and 

Internet necessitates the need to find a particular 

image or a collection of images of interest. This has 

motivated many researchers to find efficient, 

effective and accurate algorithms that are domain 

independent for representation, description and 

retrieval of images of interest. There have been 

many algorithms developed to represent, describe 

and retrieve images using their visual features such 

as shape, colour and texture [1], [2], [3], [4], [5-7]. 

The visual feature representation and description 

play an important role in image classification, 

recognition and retrieval. The content based image 

(dis)similarity measurement algorithms, if chosen 

correctly for a particular image representation 

technique, will definitely increase the efficiency 

and effectiveness retrieval of data of interest. In 

this paper we will discuss the (dis)similarity 

measurement algorithms of images represented 

using their visible features (shape, colour and 

texture). At the end compare the effectiveness of 

cosine similarity and Euclidean dissimilarity using 

KDFPE representation technique [7] on a shopping 

item images database.  

(Dis) similarity Similarity ( s ) can be defined as 

the quantitative measurement that indicates the 

strength of relationship (closeness) between two 

image objects. Dissimilarity ( d ) is also a 

quantitative measurement that reflects the 

discrepancy (disorder, distance apart) between two 

image objects. We formalise the definition of 

(dis)similarity in definition 1. 

 

Definition 1 (Dis) Similarity (d/s) 

Let Y be a non-empty set and s/d be a function on a 

set Y, such that 
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This function is called pair-wise 

Similarity/dissimilarity function. A (dis)similarity 

space is a pair (Y, d (s)) in which Y is a non-empty 

set and d (s) is a (dis)similarity on Y. It is possible 

to convert similarity value to dissimilarity value. 

The d/s function is bounded. There is a relationship 

that exists between similarity and dissimilarity that 

allows us to derive the similarity values from 

dissimilarity values. The relationship is given by 
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From the equations (1) and (2) we can have an 

equivalence relationship between dissimilarity and 

similarity measurements. This equivalent 

relationship is shown below 
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Table 1 summarises the interpretation of the values 

of similarity and dissimilarity. 

TABLE 1 

Interpretation of (dis)similarity values 

Given two objects i and j using 

equation 1.1a 

 Similarity 

value 

Dissimilarity 

value 

Exact similar 1 0 

Very 

different 

0 1 

Given two objects i and j using 

equation 1.1b 

Exact similar -1 1 

Very 

different 

1 0 

General 

interpretation 

Higher 

value 

Lower value 

Lower 

value 

Higher value 

The (dis)similarity measurement algorithms can be 

grouped into metric and non-metric. Metric is 

defined in definition 2. 

Definition 2 (Dis) similarity Metric (Frechet) 

Let X be a non-empty set. A metric on X is a 

function d of XxX into  ,0 , that satisfies the 

following conditions: 

 

i. 
Xyxyxd  ,,0),(

 
Reflexivity 

ii. ,,0),( yxifonlyandifyxd   

     Non-negativity 

iii. ,,),,(),( Xyxxydyxd   

            Symmetry 

iv. .,,),,(),(),( Xzyxyzdyxdyxd 

            Triangle inequality 

A metric space is a pair (X, d) in which X is a non-

empty set and d is a metric on X.  Observation 

from the definition is that the metric is not 

bounded. In our case we need a bounded metric, 

thus we will have an upper bound transforming it 

into bounded metric.  

Non-metric (dis)similarity algorithms do not fulfil 

at least one metric conditions. Depending on which 

metric condition(s) the non-metric (dis)similarity 

algorithm does not fulfil a distinguishing term is 

used as shown in Table 2 [8]. 

TABLE 2 

Non-metric Classification 

Metric 

Condition 

Fulfilled 

Metric 

Condition not 

Fulfilled 

Distinguishin

g Term 

 Reflexivity, 

 Non-negativity,   

  Symmetry 

 Triangle 

Inequality 

 Semi-Metric 

(Non-Metric) 

 Non-negativity,   

 Symmetry, 

 Triangle 

Inequality 

 Reflexivity  Pseudo-Metric 

(Non-Metric) 

 Reflexivity, 

 Non-negativity, 

 Triangle 

Inequality 

 Symmetry  Quasi-Metric 

(Non-Metric) 

 Reflexivity, 

  Symmetry, 

 Triangle 

Inequality 

 Non-negativity  ? (Non-

Metric) 

 None  Reflexivity, 

 Non-negativity,   

  Symmetry, 

 Triangle 

Inequality 

 Full-Non-

Metric 

II. PERFORMANCE EVALUATION 
These (dis)similarity algorithms have been used 

effectively to retrieve images of interest 

successfully [9],[10],[11]. What makes an 

algorithm perfect for a certain image database is 

the contribution it has to the effectiveness and 

efficiency of content based image retrieval system. 

Effectiveness of retrieval is usually measured by 

precision and recall [12].  
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Where A is the number of relevant image objects 

retrieved and C is the number of not relevant 

image objects retrieved, N  total relevant images 
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in database and T  is the number of relevant 

images that the user requires from the database.  

Efficiency of retrieval is the speed of retrieval [8]. 

Metric and non-metric (dis)similarity algorithms 

compete equally well in the effectiveness of image 

retrieval. Non-metric lags behind in the efficiency 

of retrieval. This is because the indexing of 

databases is skewed in favour of metric 

(dis)similarity algorithms. It must be noted that an 

effective retrieval system is useless in large 

databases if it is not efficient. Next sections we are 

going to look at some metric and non-metric 

(dis)similarity algorithms. 

III. METRIC (DIS) SIMILARITY (D/S) 

ALGORITHMS 
Metric (D/S) algorithms exhibited high degree of 

effective and efficient retrieval of images of 

interest from a very large image database. Many 

researchers used metric S/D algorithms showed 

high precision and recall retrieval results [6],[13], 

[4]. The metric conditions could be used to index 

the image database for high efficient retrieval [8]. 

The following are some of the mostly used metric 

D/S algorithms: 

1. Minkowski Family 
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Within this family very few have been used in 

image retrieval and they are Euclidean L2, City 

block L1 (taxicab norm, Manhattan) and Chebyshev 

L∞ dissimilarity formulas. The formulas are given 

in equations 8 to 10 below: 

Euclidean L2 

  2|| ii yxd   (8) 

City block L1(taxicab norm, Manhattan) 





n

i

ii yxd
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Chebyshev L∞ 

||max ii
i

yxd    (10) 

V. NON-METRIC (DIS) SIMILARITY 

ALGORITHMS 
Non-metric D/S algorithms have been used and 

produced high degree of effective and efficient 

retrieval results from very large databases. This is 

in part due to the fact that researcher created weak 

metric (dis)similarity algorithms from these non-

metric algorithms [14]. We are going to look at 

some of the non-metric S/D algorithms. 

1. Pearson Dissimilarity Family 
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where r  ,

x

XX






,  



X , x -are Pearson 

correlation coefficient,  the standard score, mean 

and standard deviation respectively. 

Pearson dissimilarity measure algorithms are given 

as 

    ]2,0[,1  dwhererd       (12)
 

    ]1,0[|,|1  dwhererd       (13)
 

There are other (dis)similarity algorithms that use 

correlation, some of them are Spearman rank 

correlation, Kendall’s  , Uncentred 

correlation[15].   

2. Shannon Entropy Family 

In this family of (dis)similarity algorithms are 

Kullback-Leibler, Jeffreys/J divergence, Jensen-

Shannon and Jensen difference just to mention a 

few, are some of the non-metric algorithms that 

have been used in image retrieval systems [15]. 

The formulas are given in equations 14 to 17 

below. 
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Jensen difference 
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3. Inner Product Family 

The inner product family (dis)similarity 

measurement include the inner product explicitly in 

their formulas. In this family we are going to look 

at only three formulas, that is inner product, 

harmonic mean and cosine. We are interested in 

cosine since it is a normalised inner product which 

allows for physical comparison of (dis)similarity 

measurements of images. The formulas of the inner 

product family members are given in equations 18 

to 20. 

 Inner Product 
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VI. EXPERIMENTATION 
The main objective of the experimentation is to 

compare the effectiveness of cosine similarity and 

Euclidean dissimilarity methods. We chose the two 

dis-similarity methods because the mostly used in 

image retrieval and that they belong to distinct 

categories. An image database of at least 200 shop 

items shapes is created. Some of the image objects 

are rotated at 90, 180 and 270 degrees. The images 

that are rotated were not rotated lossless, meaning 

degradation of the image object occurred during 

rotation. The image objects were of different 

dimensions M x N or N x N where M and N are 

real numbers when they are brought to the system. 

The images that are used only have one image 

object with a homogeneous background. The image 

object shape of grid dimension 45 x 45 is 

segmented using the Chan and Vese active contour 

without edge [16]. All images are converted to gray 

scale images. They are then represented using 

KDFPE. Each image was used as a query and the 

retrieval rate was measured using the Bull’s Eye 

Performance (BEP), recall and precision 

performance. Matlab 7.6 was used to implement 

the system. Example of classes of shapes 

experimented with are given in Figure 1. In each 

class there are at least ten elements with some 

items rotated and scaled. 

 
Fig. 1 Examples of classes of items in database 

VII. RESULTS 
Figure 2 shows the images considered similar to 

the query image on the top left of the figure. It can 

be seen that the query image is part of the retrieved 

images, indicating that it belongs to the database. 

In the sample of retrieval in Figure 2, cosine has a 

90% precision while Euclidean has a 80% 

precision. 

 
Fig. 2. Ten retrieval results of cosine on the left 

and Euclidean on the right 

The result in Figure 3 shows that cosine is better in 

retrieving images from the database. It can be 

appreciated that the difference is not very 

substantial. The Bull’s Eye Performance (BEP) of 

Euclidean is 92.60% while cosine is 93.05%. 

 
Fig 3. Comparison of cosine and Euclidean 

using Recall-Precision Chart 
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VIII. CONCLUSION 
From the results it can be concluded that cosine 

similarity is more compatible with KDFPE 

representation method than Euclidean dissimilarity. 

If we are only looking at the effectiveness of a 

method then cosine similarity would be used 

together with the KDFPE technique. Since the 

efficiency of the system need to be taken into 

consideration then the trade-off between 

effectiveness and efficiency needs to be calculated 

to make a final decision. In general both method 

shows high retrieval rate. Euclidean dissimilarity 

brings metric properties which enables efficiency 

of retrieval. Cosine similarity has an advantage of 

naturally normalized similarity. So before any dis-

similarity method is used experiments to ascertain 

the compatibility with the representation method 

must be done.  
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