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Abstract: Class imbalance is one of the main problems in classification in machine learning. This problem is 

characterized by the existence of one class with a larger number of instances compared to the other classes. 

Approaches to dealing with this class imbalance include using sampling methods and cost sensitive learning 

methods. The sampling approach is specifically carried out in the majority class using the oversampling method 

in the minority class and in the majority class using the undersampling method. The cost sensitive approach is 

usually carried out by providing a larger training error penalty for the minority class. The main problem with 

the sampling method and cost sensitive learning method is the density problem where errors often occur in 

determining the minority class and majority class. This research will combine the application of sampling 

methods and cost sensitive learning methods and at the same time overcome density differences. Space 

Partitioning SMOTE (SP-SMOTE) is a fairly good oversampling method because it is based on the difference in 

density between the majority class and minority class so that the oversampling process can be carried out well 

only on the minority class. The cost sensitive learning method that will be used in this research is using Random 

Undersampling Ensemble (RUE) which will determine the location of the undersampling majority class based 

on the density produced through error feedback. The proposed method achieved average accuracy, precision, 

and recall values of 0.872, 0.86, and 0.864, respectively, compared to the accuracy, precision, and recall values 

of 0.838, 0.828, and 0.832 obtained by the SMOTE method. 
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I. INTRODUCTION  

Class imbalance refers to an uneven distribution of instances among different classes, where one class 

has much more instances than the others (Sun et al., 2015). Class imbalance issues frequently arise in machine 

learning classification challenges. This issue is garnering increased attention due to class imbalance, which  

makes it increasingly challenging to obtain accurate classification results for the minority class (positive class). 

There is a tendency to achieve high accuracy in classification by simply grouping all instances int o the majority 

class (negative class)(Thölke et al., 2023). Class imbalance is a challenging issue to circumvent as real-world  

data frequently exhibits an imbalanced distribution, with positive classes typically having a lesser number of 

instances. However, these positive classes are of particu lar importance fo r observation (Vuttip ittayamongkol et  

al., 2021). Class imbalance commonly presents challenges in various domains, such as medical image 

categorization(Park et al., 2024), network intrusion detection(Ren et al., 2023), clin ical data(Kuo et al., 2023),  

computer vision tasks(Dai et al., 2022),  fraud detection(Z. Li et al., 2021),  and other topics pertaining to the 

categorization using machine learning. 

The sampling method and the cost sensitive learning method are two regularly employed approaches 

for addressing class imbalance(Mienye & Sun, 2021). Sampling method dilakukan dengan menggunakan 

oversampling dan undersampling. Oversampling is performed on the minority class to augment the number of 

instances by generating synthetic cases, whereas undersampling is performed on the majority class (Grina et al., 

2023). Nevertheless, both oversampling and undersampling encounter challenges related to the density 

disparities among instances in the majority and minority classes. This is caused by the presence of overlapping 

instances, which can lead to an overemphasis on the learning model (Yan et  al., 2022). Cost-sensitive learn ing 

addresses class imbalance by assigning a greater penalty for errors made on the minority class (Kamalov, 2020). 

Cost sensitive learning is not effective in circumstances when there are density discrepancies between the 

minority and majority classes, resulting in overlapping conditions for the instances (Steininger et al., 2021). Both 

the sample approach and the cost sensitive learning method encounter the issue of density disparity (Shi et al., 

2023). 
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Through various initiatives, including the following, some researchers have focused o n density in cost-

sensitive learning approaches as well as sampling techniques: Remove the majority of data in overlapping 

regions and transform the high-density data of the majority class into data with appropriate density(Mayabadi & 

Saadatfar, 2022), Utilize clustering to group the minority instances, as it has the ability to effectively detect sub -

clusters with varying sizes and densities (Tao et al., 2020), and The local density of samples in both the majority 

and minority classes is calculated to assess their quality within each cluster. The roulette wheel selection 

operator is then utilized to choose the most appropriate samples based on their probabilit ies (Mirzaei et al., 

2021). Numerous researchers have endeavored to ascertain the optimal technique for calculating the density of 

both the majority and minority groups. Determining density differences relies on the quality of clusters; 

sampling methods and cost-sensitive learn ing methods should both account for high-density samples. 

The Random Undersampling Ensemble (RUE), which proposed by (Zhou et al., 2023), operates under 

the premise that an instance exh ibiting a high error rate is typically indicative of noise, while an instance with a 

medium error rate signifies proximity to the classification boundary. Conversely, an instance with a low error 

rate signifies ease of learning and is situated far from the classification boundary. Using the error rate feedback 

in RUE, it is possible to provide reasonably precise estimations of instance location and significance, according 

to this hypothesis. This approach is renowned for effectively segregating a sample from noise and overlapping, 

and its error penalty calculat ion for the minority class is determined through error feedback.  

On the other hand, SP-SMOTE, proposed by(Y. Li et al., 2021), aims to create distinct partitions in 

areas with a high concentration of data density. It achieves this by constructing a binary tree for oversampling. 

Subsequently, the minority class within the dataset may be readily identified. This method is deemed 

sufficiently effect ive for conducting the oversampling procedure for minority groups due to its capacity to 

generate precise density data. 

This study aims to integrate sampling techniques and cost-sensitive learn ing approaches to effectively 

address variations in data density. Space Partitioning SMOTE (SP-SMOTE) is an effective oversampling 

technique that focuses on the disparity in density between the majority and minority classes. This allows for a 

targeted oversampling approach that specifically addresses the minority  class. 

 

 

II. EXPERIMENTAL PROCEDURE  

2.1.  Datasets 

The research was carried out utilizing a dataset obtained from the KEEL Repository (Alcalá-Fdez et al., 

2009). The data set that was used in this study is shown in Table 1.  

Table 1. Detailed information of the datasets utilized in this study 
Dataset Number of 

Attributes 

Number of 

Instances 

Minority Class Majority Class IR 

Haberman 3 306 Positive Negative 2.78 
Ecoli1 7 336 Class 1 Reminder Class 3.36 

Yeast-2_vs_4 8 514 Class 2 Class 4 9.06 
Shuttle-c0-vs-c4 9 1829 Class 0 Class 4 13.87 

Yeast4 8 1484 Class4 Reminder Class 28.10 

 

 

The dataset utilized in this study comprises a multitude of attributes, instances, and an Imbalance Ratio (IR), as 

shown in Table 1. 

 

2.2.  Methodology 

This research was carried out by comparing the results obtained by Integration of Random 

Undersampling Ensemble and SP-SMOTE Based on Density Difference when compared with the results 

obtained using SMOTE. The performance measurement is carried out using accuracy, precision and recall. 

Figure 1 illustrates the phases of this study. 
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Figure 1. Stages of research 

 
 

Figure 1 illustrates that the investigation commenced with the identification of the dataset. The dataset 

utilized in this study is sourced from the KEEL Repository. After obtaining a dataset, the subsequent procedure 

involves preprocessing the dataset. After preprocessing, the dataset will be subjected t o a comparative analysis 

between the proposed method and the commonly used Synthetic Minority Oversampling Technique (SMOTE) 

for addressing class imbalances. Performance testing relies on the evaluation of accuracy, precision, and recall 

metrics. 

 

2.3.    S MOTE 

The SMOTE method is used as a benchmark to test the performance of the proposed method.  The 

reason for using SMOTE is that it is a widely used method for handling class imbalance. This method operates 

by oversampling the minority class. The pseudocode for SMOTE is as follows. 
  

  

  

  
  

  
  

  

  

  
  

10:  

11:  

 

The above pseudocode demons trates that the process of generating synthetic samples in SMOTE is 

based on determining the number of synthetic samples to be generated. The synthetic samples are generated 

based on their proximity to the minority class through oversampling.  
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2.4.     SP-S MOTE 

The Space Partitioning SMOTE (SP-SMOTE) proposed by (Y. Li et al., 2021) is based on A unique 

algorithm called Dannoy has been devised for density-adaptive space partitioning. Dannoy is constructed using 

the Annoy architecture. It generates substantial divisions in highly populated regions and builds a binary tree to 

augment the quantity of samples. Consequently, it is easy to identify the minority class of the dataset. The 

pseudocode for SP SMOTE is as follows: 

  

+D 

  

  

  

  

  

 D 

  

  

  

  

  

  

  

  

  

  

  

  

  

 
 

By utilizing the pseudocode provided, it is possible to discern that the Dannoy Tree process comprises 

a single node derived from Dataset D. In order to identify a specific node within a t ree or minority class, it is  

possible to determine its nearest neighbor p1 and displace it as follows: obtain a perhitungan jarak from the 

jarak node p2 to node p1, and establish a midpoint between node p2 and node p1. Init iate the procedure to 

obtain values by ext racting them from parameters m-2 and placing them in the new dataset ND. 

 

2.5.    Random Undersampling Ensemble (RUE) 

The Random Undersampling Ensemble proposed by (Zhou et al., 2023) is based on the following 

principles: an instance with a high error rate is typically considered noise, an instance with a medium error rate 

suggests it is close to the classification boundary, and an instance with a low error rate signifies it is an easily 

learnable instance that is far from the classification boundary. According to this concept, the error rate feedback 

in RUE can be utilized to obtain reasonably precise estimations for both the location and significance of 

instances. The pseudocode for RUE is as follows.  
  

  

  

  

  

  

  

  

  

  

  (1) 

  

   

  (2) 
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2.6.    Proposed Method 

The proposed method is based on the application of oversampling on the minority class using SP-

SMOTE and undersampling on the majority class using RUE. The pseudocode for the proposed method is as 

follows. 

  

  

  

  

  

  

  

  

  

 
 

2.7.     Confusion Matrix 

The measurement of accuracy, precision, and recall is based on the confus ion matrix(Ruuska et al., 

2018). The confusion matrix can be shown in Table 2. 

Table 2. Confusion Matrix 

 Predictive Positive Class Predictive Negative Class 

Actual Positive Class True Positive (TP) False Negative (FN) 

Actual Negative Class False Positive (FP) True Negative (TN) 
 

2.8.     Accuracy, Precision, and Recall 

The equations for calculating accuracy, precision, and recall can be found in Equation 3-5(Antariksa et 

al., 2022). 

   (3) 

  (4) 

  (5) 

  

III. RES ULTS AND DISCUSS IONS 

3.1. Results 

The testing was conducted on the accuracy, precision, and recall values  obtained by the proposed 

method compared to the SMOTE method. The results of the testing can be seen in Table 3.  

 

Table 3. Experimental results 
Dataset Integration of Random Undersampling 

Ensemble and SP-SMO TE Based on Density 
Difference in Handling Class Imbalance 

SMO TE 

Accuracy Precision Recall Accuracy Precision Recall 

Haberman 0.91 0.89 0.87 0.89 0.87 0.88 

Ecoli1 0.89 0.90 0.88 0.88 0.9 0.87 

Yeast-2_vs_4 0.85 0.88 0.90 0.83 0.81 0.82 
Shuttle-c0-vs-c4 0.85 0.82 0.88 0.84 0.83 0.84 

Yeast4 0.86 0.81 0.79 0.75 0.73 0.75 

 

Based on table 3, it can be observed that the proposed method has advantages over the SMOTE method 

in terms of accuracy, precision, and recall.  

3.2. Discussion 

Based on the test results, it was found that the Imbalance Ratio (IR) significantly influences the 

obtained results in terms of accuracy, precision, and recall. The proposed method achieved average accuracy, 
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precision, and recall values of 0.872, 0.86, and 0.864, respectively, compared to the accuracy, precision, and 

recall values of 0.838, 0.828, and 0.832 obtained by the SMOTE method. The test results indicate that when the 

IR increases, the obtained results decrease in terms of accuracy, precision, and recall. Another factor that 

influences performance is the number of attributes and instances. The larger the number of attributes and 

instances, the lower the performance in terms of accuracy, p recision, and recall.  

IV. CONCLUS ION  

 Based on the test results, it was found that the proposed method achieved higher accuracy, precision, 

and recall values compared to the SMOTE method. This implies that the sampling method and cost -sensitive 

learning method heavily rely on determining the density difference due to the occasional overlapping of 

instances in both the majority and minority classes. The research findings also indicate that the values of IR, 

number of attributes, and number of instances have a significant impact on the obtained results. For optimal 

results, future research can utilize the feature selection method to reduce the number of attributes. 
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