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Abstract 

Systems that use artificial intelligence (AI) have at least one AI component to enable certain functionality, such 

as autonomous driving, speech and image recognition, and image processing. Advances in AI are leading to the 

widespread adoption of AI-based systems in society. But there isn't much synthesised information available 

about Software Engineering (SE) techniques for creating, managing, and sustaining AI-based systems. A 

thorough mapping study was carried out in order to gather and examine the most recent knowledge regarding 

SE for AI-based systems. Between January 2010 and March 2020, 248 studies were published. In the field of 

emergent research, more than two thirds of papers on SE for AI-based systems have been published since 2018. 

Reliability and safety are two of the most researched aspects of AI-based systems. Several SE techniques for AI-

based systems were found, and we categorized them using the SWEBOK areas. Research pertaining to  

Software quality and testing are highly visible, but software maintenance seems to be overlooked. Problems 

with data are the most frequent difficulties. Researchers can immediately comprehend the state-of-the-art and 

determine which of our findings are valuable. Subjects in need of additional study; practitioners need educated 

on the strategies and difficulties that SE presents for AI-based systems and to close the curriculum gap between 

AI and SE, educators. 
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I. INTRODUCTION 

In the last decade, increased computer processing power, larger datasets, and better algorithms have 

enabled advances in Artificial Intelligence (AI) [11]. Indeed, AI has evolved towards a new wave, which Deng 

calls “the rising wave of Deep Learning” (DL) 1 . DL has become feasible, leading to Machine Learning (ML) 

becoming integral to many widely used software services and applications [6]. For instance, AI has brought a 

number of important applications, such as image- and speech-recognition and autonomous, vehicle navigation, 

to near-human levels of performance [11]. The new wave of AI has hit the software industry with the 

proliferation of AI-based systems integrating AI capabilities based on advances in ML and DL [6]. AI-based 

systems are software systems which include AI components. These systems learn by analyzing their 

environment and taking actions, aiming at having an intelligent behaviour. As defined by the expert group on AI 

of the European Commission, “AI-based systems can be purely software-based, acting in the virtual world (e.g. 

voice assistants, image analysis software, search engines, speech and face recognition systems) or AI can be 

embedded in hardware devices (e.g. advanced robots, autonomous cars, drones or Internet of Things 

applications)”2 . Building, operating, and maintaining AI-based systems is different from developing and 

maintaining traditional software systems. In AI-based systems, rules and system behaviour are inferred from 

training data, rather than written down as program code . AI-based systems require interdisciplinary 

collaborative teams of data scientists and software engineers [6]. The quality attributes for which we need to 

design and analyze are different . The evolution of AI-based systems requires focusing on large and changing 

datasets, robust and evolutionary infrastructure, ethics and equity requirements engineering. Without 

acknowledging these differences, we may end up creating poor AI-based systems with technical debt . In this 

context, there is a need to explore Software Engineering (SE) practices to develop, maintain and evolve AI-

based systems. This paper aims to characterize SE practices for AI-based systems in the new wave of AI, i.e., 

Software Engineering for Artificial Intelligence (SE4AI). The motivation of this work is to synthesize the 

current SE knowledge pertinent to AI-based systems for: researchers to quickly understand the state of the art 

and learn which topics need more research; practitioners to learn about the approaches and challenges that SE 

entails when applied to AI-based systems; and educators to bridge the gap among SE and AI in their curricula. 

Bearing this goal in mind, we have conducted a Systematic Mapping Study (SMS) considering literature from 

January 2010 to March 2020. The reason to focus on the last decade is that this new wave of AI started in 2010, 

with industrial applications of DL for large-scale speech recognition, computer vision and machine translation. 
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II. BACKGROUND 

AI4SE. Recently, Perkusich et al. [15] referred to AI4SE as intelligent SE and defined it as a portfolio 

of SE techniques, which “explore data (from digital artifacts or domain experts) for knowledge discovery, 

reasoning, learning, planning, natural language processing, perception or supporting decision-making”. AI4SE 

has developed driven by the rapid increase in size and complexity of software systems and, in consequence, of 

SE tasks. Wherever software engineers came to their cognitive limits, automatable methods were the subject of 

research. While searching for solutions, the SE community observed that a number of SE tasks can be 

formulated as data analysis (learning) tasks and thus can be supported, for example, with ML algorithms. 

SE4AI. First applications of SE to AI were limited to simply implementing AI algorithms as standalone 

programs, such as the aforementioned Mark 1 perception. As AI-based software systems grew in size and 

complexity and as its practical and commercial application increased, more advanced SE methods were 

required. The breakthrough took place when AI components became a part of established software systems, such 

as expert systems, or driving control. It quickly became clear that, because of the specific nature of AI (e.g., 

dependency on learning data), traditional SE methods were not suitable anymore (e.g., leading to technical debt 

[17]). This called for revision of classical, and development of new, SE paradigms and methods. 

 

Related work on SE4AI  

Several secondary studies in the broad area of SE4AI have been published so far (see Table 1). Masuda 

et al. conducted a review to identify techniques for the evaluation and improvement of the software quality of 

ML applications. They analyzed 101 papers and concluded that the field is still in an early state, especially for 

quality attributes other than functional correctness and safety. Washizaki et al.  conducted a multivocal review to 

identify architecture and design patterns for ML systems. From 35 resources (both white and grey literature), 

they extracted 33 unique patterns and mapped them to the different ML phases. They discovered that, for many 

phases, only very few or even no patterns have been conceptualized so far. Serban and Visser  performed both a 

case study and a systematic literature review on the topic of software architecture for machine learning. They 

reviewed 42 studies and performed 10 semi-structured interviews with practitioners from 10 different 

organisations. In their paper, the authors report 20 challenges and potential solutions. On a similar topic, John et 

al. , performed a systematic review of both scientific (13 studies) and grey literature (6 studies) on the topic of 

deployment of ML systems. They report a total of 27 challenges and 52 practices. Lorenzoni et al. performed a 

systematic literature review on the topic of development of machine learning systems. They analysed 33 studies 

between 2010 and 2020 and classified 10 issues and 13 solutions into seven SE practices. A number of reviews 

have been conducted in the area of software testing. Borg et al. [23] performed a review of verification and 

validation techniques for deep neural networks (DNNs) in the automotive industry. From 64 papers, they 

extracted challenges and verified them with workshops and finally a questionnaire survey with 49 practitioners. 

They conclude, among other challenges, that a considerable gap exists between safety standards and nature of 

contemporary ML-based systems. Another study was published by Ben Braiek and Khomh [. In their categories: 

realism of test input data (5 papers), adequacy of test criteria (12 papers), identification of behavioural 

boundaries (2 papers), scenario specification and design (3 papers), oracle (13 papers), faults and debugging (8 

papers), regression testing (5 papers), online monitoring and validation (8 papers), cost of testing (10 papers), 

integration of ML models (2 papers), and data quality assessment (2 papers). Similarly, Zhang et al.  Surveyed 

the literature on ML testing and selected 138 papers. From these, they summarized the tested quality attributes 

(e.g. correctness or fairness), the tested components (e.g. the data or the learning program), workflow aspects 

(e.g. test generation or evaluation), and application contexts (e.g. autonomous driving or machine translation) 

review of testing practices for ML programs, they selected a total of 37 primary studies and extracted 

challenges, solutions, and gaps. The primary studies were assigned to the categories of detect errors in data (five 

papers), in ML models (19 papers), and in the training program (13 papers). Riccio et al.  Extracted testing 

challenges from 70 primary studies and propose the following. 

 

III. RESEARCH METHODOLOGY 

This SMS has been developed following the guidelines for performing SMSs from Petersen et al. [19]. 

Additionally, the guidelines for systematic literature reviews provided by Kitchenham and Charters [10] have 

also been used when complementary. This is because the method for searching for the primary studies, and 

taking a decision about their inclusion or exclusion is very similar between a systematic literature review and an 

SMS. This SMS has five main steps [11, 18] described in the following subsections. 

The aim of this SMS consists of identifying the existing research of SE for AI-based systems by 

systematically selecting and reviewing published literature, structuring this field of interest in a broader, 

quantified manner. We define the goal of this SMS formally using GQM [17]: Analyze SE approaches for the 

purpose of structure and classification with respect to proposed solutions and existing challenges from the 

viewpoint of both SE researchers and practitioners in the context of AI-based systems in the new wave of AI. To 

further refine this objective, we formulated four Research Questions (RQs) to be answered by our primary 
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studies: RQ1. How is SE research for AI-based systems characterized? RQ2. What are the characteristics of AI-

based systems (used terms, scope, and quality goals)? RQ3. Which SE approaches for AI-based systems have 

been reported in the scientific literature? RQ4. What are the existing challenges associated with SE for AI-based 

systems? 

 

Data extraction and mapping process  

Each of the 248 primary studies was assigned to a single researcher for extraction based on the 

predefined data extraction form. Extractors were in frequent asynchronous contact to discuss potential 

inconsistencies. The weekly project meeting was also used for synchronization on this matter. In these meetings, 

we discussed the most persistent conflicts and shared our way of working as well as emerging findings to ensure 

cohesion of the team and to minimize subjectivity. Additionally, the data collection form includes the name of 

the reviewer and space for additional notes. This enabled us also to keep track of this process. After completing 

the extraction, we started data analysis and synthesis. In general, we performed both quantitative and qualitative 

analyses to classify the extracted data. During this process, additional extraction inconsistencies and mistakes 

were discovered and easily resolved in direct communication with the original extractors. Synthesis per RQ was 

performed by groups of at least two researchers, who often re-read (parts of) the original papers for this and kept 

the group in the loop. Final results were presented to the rest of the team and feedback was incorporated. 

Regarding the required mapping and analysis to answer the RQs, we performed the following activities in each 

RQ: For the analysis of RQ1, we used the assessed rigor and relevance quality [3] and performed frequency 

analysis to additionally determine bibliographical data such as the annual publication trend, venue types, 

authors’ affiliations, geography distribution, and the empirical research type of the primary studies. To answer 

RQ2, we counted the number of occurrences of various terms related to AI used to characterize the study 

objects. We then used inductive coding to distil dimensions (Scope, Application Domain, and Technologies of 

AI) to describe the study objects, coded all primary studies, and reported frequencies. For the key quality 

attribute goals of AI-based systems, this also included a harmonization of the used terms as well as axial coding 

to cluster the identified quality properties. 

 

 

 
Data validity  

Data validity threats can be identified in the steps 4 and 5 of our SMS: keywording, and data extraction 

and mapping process. During the process of data extraction, subjective bias may lead to the misclassification of 

data or an inconsistent interpretation of the extracted data by the researchers. To mitigate these risks, we piloted 

the data extraction form, conducted weekly meetings with all the researchers, and discussed potential issues 

related to data extraction. All found issues were discussed among all researchers and decisions were documented 

to ensure that all researchers followed consistent data extraction and synthesis criteria. Nonetheless, apart from 

the three studies used for piloting, each paper was extracted by a single researcher. While many extractions were 
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fairly objective (e.g., a paper either explicitly described threats to validity or not, a paper used a specific term for 

AI-based system or a quality attribute goal, etc.), others left more room for interpretation. However, we argue 

that complete agreement is neither attainable for a sufficiently complex extraction process with multiple 

researchers nor is it strictly necessary, since we are very confident in the general tendencies and take-aways 

based on the extracted and synthesized data. Furthermore, as explained in Section 3, we performed qualitative 

analysis through an existing conceptual framework (SWEBOK). We iterated on initial classifications among all 

researchers in our weekly meetings, leading to some proposals to update this framework. Lastly, we need to 

mention that we adopted an inductive approach to the coding of properties. During the data extraction and 

mapping process, we e.g. extracted quality attribute goals and then grouped similar terms into unique codes. 

Including such terms explicitly in the search string may have produced slightly different results. Overall, we are 

confident that snowballing led to valid general tendencies in our sample, even though we do not claim 

completeness. 

 

IV. CONCLUSION 

In this paper, we surveyed the literature for software engineering for artificial intelligence (SE4AI) in 

the context of the new wave of AI. In the last ten years, the number of papers published in the area of SE4AI has 

strongly increased. There were almost no papers up to 2015 while afterwards, we saw a strong increase to 102 in 

2019. The share of more than 18% on arXiv shows the “hotness” of the topic, but also emphasizes that literature 

reviews need to take arXiv into account. Furthermore, most articles are from a purely academic context, but 

20% of publications with only industry authors show the importance for practice. When we look at the countries 

of the authors, the United States play in a separate league altogether, while China, Germany, and Japan are the 

strongest of the remaining countries. The empirical studies in our sample seem to form a healthy mix of case 

studies, experiments, and benchmarks. The latter play a larger role than in other fields of SE, which can be 

explained by the data-driven nature of the methods that often lend themselves to being benchmarked. In these 

studies, we see overall many realistic problems, data sets, and applications in practice. The involvement of 

practitioners improves some quality characteristics of the studies, like the realism of the case studies, and more 

significantly, their scale. We have also found, however, that authors often ignore discussing threats to validity. 

The terminology in the primary studies is all but homogeneous. This makes it often difficult to judge the scope 

of the contributions. We therefore propose to include taxonomy in each SE4AI paper that clarifies the level of 

AI that the contribution is associated with. Furthermore, we suggest using the term AI component if the article is 

about a part of a system that uses AI. An AI-based system is a system consisting of various software and 

potentially other components with at least one AI component. Most of our primary studies are about AI-based 

systems or AI components. The most mentioned application domain for AI-based systems is automotive, while 

almost half of the contributions are not addressing any specific application domain. In terms of methods, almost 

all contributions use ML techniques, with DL as the largest explicitly mentioned technique. 
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