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Abstract: 

Information about admission data is pre processed and analyzed. The ECE branch intake sanctioned as per 

AICTE and number of students admitted year wise are discussed for two decades. Various data tools are used 

for data processing, methods and representations of data sets are assessed and validated. Our ability to detect, 

to understand, and to address student difficulties is highly dependent on the capabilities of the tool. Feedback 

from numerous sources has considerably improved the educational materials, which is a continuing task. 
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I. INTRODUCTION 

1.1 Data Acquisition and Extracting the Features 

1.1.1 Preprocessing student database 

Preprocessing and creating raw data sets of student data and segmentation process is performed. As mentioned 

earlier, there are two types of data sets: 1) Educational resources such as web pages, demonstrations, 

simulations, and individualized problems designed for use on homework assignments, quizzes, and 

examinations; 2) Information about users, who create, modify, assess, or use these resources. 

The original data are stored with escape sequence codes as shown in Figure 2.1.1: 

 

From the Fig 2.1.1(a) and Fig 2.1.1(b) it shows the trends in intake and admitted strength of ECE branch for two 

decades, this branch was started in the year 2004 with an intake of 60, as there was a good demand for ECE 

branch, the intake has been increased to 120, followed  

by 180 and upto 240, due to high demand in CSE and CSE related allied branches, the intake has been reduced 

to 180 from the academic year 2022. 

 

Table 3.1.2 is providing the trends in two decades of admitted students both gender wise and social status wise, 

if we could observe, the social status ST takers are very low; it can be treated as no takers, when compared to 

other social status. 

 

II. EXPERIMENTAL PROCEDURE 

The student data restored from .db files from a student directory and fetched into a hash table. The 

special hash keys “keys”, “version” and “timestamp” were obtained from the hash. The version will be equal to 

the total number of versions of the data that have been stored. The timestamp attribute is the UNIX time the data 

was stored. keys is available in every historical section to list which keys were added or changed at a specific 

historical revision of a hash. We extract some of the features from a structured homework data, which is stored 

as particular URL’s.  

 

2.1.1 Preprocessing Activity Log 

ECE-CAPA records and dynamically organizes a vast amount of information on students' interaction with and 

understanding of these materials. Since ECE-CAPA logs every activity of every student who has used online 
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Table 2.1.1: Total Admission gender wise for two decades 

 
 

educational resources and their recorded paths, the activity.log usually grows faster when students have more 

access to the educational resources. A sample of different types of data, which are logged in activity.log after a 

preprocessing phase, is shown in figure 2.1.1. 

 

2.1.2 Extractable Features 

An essential step to perform classification is selecting the features used for classification. The following features 

are examples of those stored by the ECE-CAPA system: 

 Total number of correct answers. 

 Getting the problem right on the first try. 

 Number of attempts before correct answer is derived. 

 Total time that passed from the first attempt, until the correct solution was demonstrated, regardless of the 

time spent logged in to the system. Also, the time at which the student got the problem correct relative to the due 

date. 

 Total time spent on the problem regardless of whether they got the correct answer or not. Total time that 

passed from the first attempt through subsequent attempts until the last submission was demonstrated. 

 Participating in the communication mechanisms, versus those working alone. 

   ECE-CAPA provides online interaction both with other students and with the instructor. 

 Reading the supporting material before attempting homework vs. attempting the homework first and then 

reading up on it. 

 Submitting a lot of attempts in a short amount of time without looking up material in between, versus those 

giving it one try, reading explanatory/supportive material, submitting another one, and so forth. 

 Giving up on a problem versus students who continued trying up to the deadline. 

 Time of the first log on (beginning of assignment, middle of the week, last minute) correlated with the 

number of submissions or number of solved problems. 

  These features enable ECE-CAPA to provide many assessments tools for instructors as it will be explained in 

the next section, by 180 and upto 240, due to high demand in CSE and CSE related allied branches, the intake 

has been reduced to 180 from the academic year 2022. 

From the fig 2.1.1(b), the number of admitted students between the years 2012 and 2015 has a slight drop, 

during these 4 years, before the improvement of admitted students in 2016 

all students, sorted according to the problem order. In this step, ECE-CAPA has provided in the following 

statistical information: 

1. #Stdnts: Total number of students who take a look at the problem.(Let #Stdnts is equal to n) 

2. Tries: Total number of submissions to solve the problem of a student. 

3. Mod: Mode, maximum number of submissions for solving the problem. 

4. Mean: Average number of the submissions. 

5. #YES: Number of students solved the problem correctly. 

6. #yes: Number of students solved the problem by override. 

      Sometimes, a student gets a correct answer after talking with the instructor. This type of correct answer is 

called “corrected by override". 

7. %Wrng: Percentage of students tried to solve the problem but still incorrect. 
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8. S.D.: Standard Deviation of the students’ submissions. 

 

9. Skew.: Skewness of the students’ submissions. 

10. DoDiff: Degree of Difficulty of the problem. 

Clearly, the Degree of Difficulty is always between 0 and 1. This is a useful factor for an instructor to determine 

whether a problem is difficult, and the degree of this difficulty. Thus, DoDiff of each problem is saved in its 

meta data. 

 

III. RESULTS AND DISCUSSIONS 

3.1 Feedback to the instructor from online homework 

ECE-CAPA has enabled instructors to efficiently create and distribute a wide variety of educational 

materials, assignments, assessments, etc. These include numerous types of formative conceptual and algorithmic 

exercises for which prompt feedback and assistance can be provided to students as they work on assigned tasks. 

This section presents recent developments that allow rapid interpretation of such data in identifying students' 

misconceptions and other areas of difficulty, so that concurrent or timely corrective action can be taken. This 

information also facilitates detailed studies of the educational resources used and can lead to redesign of both 

the materials and the course. 

 

3.1.1 Student Evaluation 

An important task of the feedback tools for the instructor is to help identify the source of difficulties and 

the misconceptions students have about a topic. There are basically three ways to look at such homework data: 

by student, by problem, or cross- cutting (per student, per problem). 

The amount of data gathered from large enrollment courses (200-400 students) with over 200 

randomizing homework problems, each of them allowing multiple attempts, can be overwhelming. Figure 

3.1.1.1 shows just a small excerpt of the homework performance in an introductory physics course, students in 

the rows, problems in the columns, each character representing one online homework problem for one student. 

A number shown is the number of attempts it took that particular student to get that particular problem correct 

(“*” means more than nine attempts). 

 

 
Figure 3.1.1.1 A small excerpt of the performance overview for a small introductory physics class 

 

We extract from student data some reports of the current educational situation of every student as 

shown in table 3.1.1.1. A ‘Y’ shows that the student has solved the problem and an ‘N’ shows a failure. A ‘-‘ 

denotes an un-attempted problem. The numbers in the right column show the total number of submissions of the 

student in solving the corresponding problems. 

 

For a per-student view, each of the items in the table in 3.2.1.1 is clickable and shows both the 

students’ version of the problem (since each is different), and their previous attempts. Figure is an example of 

this view, and indicates that in the presence of a medium between the charges, the student was convinced that 

the force would increase, but also that this statement was the one he was most unsure about: His first answer 

was that the force would double; no additional feedback except “incorrect” was provided by the system. In his 

next attempt, he would change his answer on only this one statement (indicating that he was convinced of his 

other answers) to “four times the force” – however, only ten seconds passed between the attempts, showing that 

he was merely guessing by which factor the force increased. 

 

3.1.2 Conceptual Problems 

An important task of the feedback tools for the instructor is to help identify the source of difficulty in 

numerical algorithmic questions, but it also allows for the identification of misconceptions students may have on 

qualitative questions. Student responses to two qualitative exercises, one from physics and the second from 

vector math, illustrate the way that the analysis tool detects difficulties and their source, specific 

misconceptions. The physics question is Problem 14 from assignment 8, which as indicated above, had five days 
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before it was due. As shown in Figure 3.9 that problem averaged at that time slightly more than 4 submissions 

per successful solution. There were 50 correct solutions as a result of 208 submissions by 74 students. The order 

in which the six statements are presented varies among students. Each statement is selected randomly from one 

of the six concept groups. Each concept group focuses on a particular aspect in the question.   Success rate on 

each concept of initial submission is shown in Figure 3.2.2.1. 

 

 
Figure 3.1.1 (b): Graph of intake and admitted data-sets for two decades 

 

.   

                  Figure 3.1.1 (c)                                                                  Figure 3.1.1 (d) 

Figure 3.1.1(c) and figure 3.1.1(d) shows the classification and pattern of distribution of the admission from 

2004 to 2022, between 2016 to 2022 most of the data are concentrated and distributed at maximum value 240. 

 

IV. CONCLUSION  

ECE-CAPA provides instructors or course coordinators full access to the students’ educational records. 

With this access, they are able to evaluate the problems presented in the course after the students have used the 

educational materials, through some statistical reports. ECE-CAPA also provides a quick review of students’ 

submissions for every problem in a course. The instructor may monitor the number of submissions of every 

student in any homework set and its problems. The total numbers of solved problems in a homework set as 

compared with the total number of solved problems in a course are represented for every individual student. 

ECE-CAPA reports a large volume of statistical information for every problem e.g., “total number of students 

who open the problem,” “total number of submissions for the problem,” “maximum number of submissions 

for the problem,” “average number of submissions per problem,” “number of students solving the problem 

correctly,”. 
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